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PURPOSE
Here at the LEGO Group, we recognise the opportunities data gives us to 
continually learn, innovate and create. And we understand it is our 
responsibility to use data with care and as a force for good. 

As the world becomes increasingly data driven, it is essential that we 
work with data ethically and have a clear point of view on why we 
collect it, store it and how we use it. We have created this set of data 
ethics principles to make sure we use data responsibly to support our 
mission ‘to inspire and develop the builders of tomorrow’.

BASIS OF PREPARATION

SCOPE
The policy applies to LEGO A/S and its subsidiaries.

The data ethics principles and framework aim to help solve ethical 
dilemmas.

The framework is meant to be used as a guidance for management and 
employees at the LEGO Group to leverage in their decision-making 
process whenever they face an ethical question or challenge.

The statutory report on data ethics is prepared in accordance with 
section 99d of the Danish Financial Statement Act.

The report covers the period 1 January to 31 December 2023.

REQUIREMENTS

ROLES AND RESPONSIBILITIES

The overall responsibility for the Data Ethics Principles in this policy rests 
with the Chief Data Officer (CDO).

People leaders and employees – responsible for upholding LEGO values, 
principles and policies in own organisation and daily work.



DATA ETHICS          2

DATA ETHICS PRINCIPLES FAIR

Our Data Ethics principles outline our belief that the use of data must be 
positive, fair, clear and responsible. 

These principles show we care deeply about meeting legal data 
requirements and reflect our commitment to the ethical use of data for 
positive impact on society.

Data is more than just facts and figures. Data creates insight and ideas 
that have an impact on people and society. For that reason, we take a 
human centric approach to the use of data, and we are committed to the 
protection of every individual through the fair use of data.

• we believe data should be used to create a valuable impact on the 
world that we live in and to create better opportunities for 
everyone.

• we continually strive to minimise bias in data and to increase 
diversity and non-discrimination through the use of data.

• we only collect data that’s intended for a specific purpose, and we 
aim to minimise the processing of personal data.

We believe that using data in an ethical, transparent, and conscientious 
way can be a positive force for our consumers and our company. 
Through the responsible use of data, we can create greater opportunities 
to learn and innovate to inspire and develop the builders of tomorrow. 

• we use data to be a force for good and to help us meet our Play, 
People, Partner and Planet promises.

• data fuels innovation to develop learning-through-play experiences 
that support the development of 21st century skills.

• we use data responsibly to develop insights that help people make 
better decisions and to deliver improved and valuable experiences.

POSITIVE
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CLEAR RESPONSIBLE

Data can be complex, but the way we talk about it is not. It should be 
easy to understand, clear and explainable. Because if we all talk about 
data in a way that everyone can understand, including children, then 
people are empowered to make better choices and better decisions. 

• We aim to make it simple to understand how data is used and the 
value it will deliver.

• We give people choice and control over how their data is used with 
clear consent processes that are flexible and optional.

• We are committed to clearly documenting our process for data 
collection and application and will make sure our use of Artificial 
Intelligence is easy to explain.

At the LEGO Group trust is of the greatest importance. This includes trust 
in the use of data and so we take the safety of data very seriously. This 
applies to all data that we use and especially for personal data. Our 
colleagues are responsible data citizens with guidelines in place to 
control the way data is collected, stored, processed and applied.

• we stay up to date with global data legislation standards and invest 
in technology to protect all data.

• security and privacy focused design processes are integral to our 
development of solutions that use and manage data to ensure we 
provide safe digital products.

• we work with our partners to understand and guide how they 
manage and use data responsibly.
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DATA ETHICS IN PRACTICE POLICY REVISION
In the LEGO Group we believe that data ethics matters, and that is a 
mindset for all of us to apply in daily jobs. In 2023, a data ethicist joined 
the LEGO Group. Their remit is to develop data ethics tools, establish 
data ethics governance processes, and provide ad-hoc advice to teams 
on data ethics issues.

The ethicist developed bespoke tools and materials, as well as curated 
external resources, to help teams assess and mitigate data ethics risks. 
The ethicist also put together an initial learning and development toolkit 
and has written several use case guidelines, based on real queries by 
LEGO employees, to demonstrate positive case studies and guide ethical 
thinking. These resources are available on a dedicated homepage on our 
internal employee website. 

We are continuing to fine-tune resources for teams and investigate the 
best ways to embed data ethics awareness in day-to-day practice. We 
are planning a dedicated push of piloting, with the aim to have a 
governance structure in place by the end of 2024. We are also planning 
to develop internal training on data ethics for all employees.

We also have developed AI-specific principles based on our current data 
ethics principles – these will be reviewed by our Corporate Compliance 
Board by Q2 2024. Our data ethics principles are also informing our 
response to the new challenges of generative AI – the data ethicist sits in 
these working groups and has actively helped shape our approach to 
generative AI governance, communications and education. 

The policy will be reviewed when needed but as a minimum every year. 
It may be amended at any time with the approval of CDO.

CONTACT
For more information, please reach out to the office of CDO.
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